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Abstract. The popularization of edge computing imposes new challenges to computing platforms in terms of performance, power and energy efficiency. A correct tradeoff between these metrics will ultimately determine the success or failure of new architectures devoted to inference in the road towards an approximation of machine learning to sensors. In this work, we evaluate the ability of new USB-based inference accelerators to fulfill the requirements posed by applications in terms of inference time and energy consumption. We propose the adaptation of the MLPerf benchmark to handle two new devices: Google Coral Edge TPU and Intel NCS2. In addition, we present a hardware infrastructure that yields detailed power measurements for USB-powered devices. Experimental results reveal interesting insights in terms of performance and energy efficiency for both architectures, and also provide useful details on the tradeoffs in terms of accuracy derived from the specific arithmetic capabilities of each platform.
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1 Introduction

The emergence of Edge Computing as a convenient strategy to perform Machine Learning tasks (especially inference) near sensors [24], reducing latencies and improving response times, has renewed the interest in the integration of low-power DSAs (Domain-Specific Architectures) [19] into resource-constrained gateways. These DSAs aim at accelerating inference-specific operations at the exchange of an affordable power budget. Specifically, USB-based DSAs provide the ideal combination of flexibility, portability and scalability to Edge Computing deployments, with excellent performance-power ratios, and without the necessity of specific modifications in the gateways’ architectures.

* This work is supported by the EU (FEDER) and Spanish MINECO (TIN2015-65277-R, RTI2018-093684-B-100) and by Spanish CM (S2018/TCS-4423).
Among the most popular USB-based machine learning (ML) accelerators are the Intel Neural Compute Stick 2, featuring an SoC implementation of the Myriad 2 VPU [13] and Google’s Coral USB accelerator, that integrates an Edge TPU accelerator (adaptation of [21]). Both devices provide an excellent potential in terms of performance for inference, with power budgets in the terms of 1 Watt (according to their specifications). In this paper, we investigate on the actual energy efficiency of both accelerators for common inference workloads. Specifically, we provide an empirical study of the performance (in terms of TOPS/s) and energy efficiency (TOPS/Watt) by adapting the MLPerf inference benchmark to interact with both devices. In addition, we provide a family of mechanisms to measure energy consumption for USB devices, and integrate those measurements within the benchmark. Experimental results reveal clear performance and energy efficiency gains of the Coral device, at the exchange of a poorer inference accuracy due to its limitations in floating point support.

2 USB Inference Accelerators

2.1 Google Coral (Google Edge TPU)

The Edge TPU is an ad-hoc ASIC developed by Google, considered a lightweight version of the TPU provided as part of their cloud services for training neural networks. The Edge TPU is devoted exclusively to inference, and due to its low power dissipation it can be found in USB 3.0 versions (the one used in our study) or integrated into a Coral Devboard SBC (Single Board Computer). The original TPU implements a $256 \times 256$ systolic array for matrix-matrix multiplication and addition; although the detailed specifications of the Edge TPU have not been disclosed, it is supposed to reduce the dimension of the array to $64 \times 64$ for a theoretical peak performance of 4 TOPS using 8-bit integers. Hence, models need to be quantized prior to inferencing, and dequantized as a post-processing stage. The Google Coral accelerator supports two different modes of operation: standard frequency, and maximum frequency; the latter promises up to 2× inference performance, at the exchange of a higher energy consumption and (according to the documentation) important implications in operating temperature. Section 5 provides a comparative study of both modes.

2.2 Intel NCS2 (Myriad 2 VPU)

The Intel Neural Compute Stick 2 platform implements a System-on-Chip (SoC) version of the Myriad 2 VPU (Visual Processing Unit). The VPU is a co-processor aimed at accelerating tensor computation. The Myriad 2 exhibits 12 vector processors (named SHAVE: Streaming Hybrid Architecture Vector Engines), each one with a large vector register set (32 128-bit registers). The main functional units include a 128-bit VAU (Vector Arithmetic Unit), CMU (Compare-and-Move Unit), and 32-bit SAU (Scalar Arithmetic Unit) and IAU (Integer Arithmetic Unit). Running at 600 Mhz, the maximum declared performance is 1 TOPS at the exchange of 1 Watt, with support for 8, 16, 32 and
64-bit integer operations, and FP16/FP32 floating-point operations. In terms of memory, our setup includes 4 Gbytes of LPDDR3; the memory fabric is designed for low-latency accesses.

The NCS2 is distributed as a USB 3.0 device, with a dual-core RISC processor orchestrating host-to-device communication and managing VPU execution at runtime. Programming is carried out by means of the NCAPI component (Neural Compute API), allowing exclusively inference tasks.

3 Software infrastructure. The MLPerf benchmark

The existence of reliable, useful and representative benchmarks is vital in many fields of computing. In general, and independently from the specific field of application, benchmarks should gather basic characteristics in order to succeed [14], namely: (a) comparability: benchmark scores should characterize software or hardware systems in such a way that they can be compared and conclusions about their relative performance be clear and understandable; (b) repeatability: scores should be kept constant across repetitions of the benchmark under equivalent conditions; (c) well-defined experimentation methodologies: documentation should cover all details of the underlying mechanisms used to evaluate the system, and about the frontend and conditions in which it should be executed; and (d) configurability: benchmarks should provide tunable knobs to adapt their specific characteristics to the exact problem to be evaluated. In addition, common benchmarks usually define a set of specifications, including scenarios, evaluation criteria, metrics of interest and, obviously, a final score.

Well-known benchmarks include general-purpose suites, reporting general scores that gather overall characteristics of the underlying platform; popular benchmarks include Dhrystone [25], a generic synthetic benchmark that evaluates integer computing capabilities, or Whetstone [16], that mainly reports scores for floating-point arithmetic. The SPEC suite [15] aims at providing individual benchmarks to measure CPU/GPU capabilities of compute-intensive codes (SPEC CPU), to evaluate typical paradigms in High Performance Computing (including MPI, OpenMP, OpenCL, ...) or even Cloud deployments (SPEC Cloud), to name just a few. Other benchmarks include specific-purpose applications whose performance is proportional to the floating-point arithmetic capabilities of supercomputers (e.g. LINPACK [17] or HPCG [18]), that are the base of popular rankings such as Top500 (in terms of peak performance) or Green500 (for energy efficiency).

3.1 MLPerf. Description and internal structure

The aforementioned benchmarks, despite using synthetic tests or real-world applications, aim at reporting general capabilities of the underlying architectures. However, in many fields, the importance of reporting performance (or energy-efficiency) of a given architecture when running a specific type of application is of key importance. A clear example are training and inference processes on
neural networks in modern general-purpose or domain-specific architectures. A number of efforts in the field aim at providing de-facto benchmarks that evaluate the potential of the underlying DSAs or general-purpose architectures. MLPerf is one of such efforts focusing on ML evaluation.

MLPerf is a specific-purpose benchmark that aims at providing performance metrics of computing architectures developing training or inference tasks. This section describes the internal structure of the inference part of MLPerf [23], as is implemented in version 0.5 of the framework. Figure 1 depicts the basic building blocks of the framework, interconnections and order in which data flows across them.

Fig. 1: Data flow in MLPerf Benchmark. Source: [23].

The MLPerf inference benchmark is composed of a number of interconnected components, namely:

- **Input modules**, that include the pre-trained model and dataset to be processed, and a pre-processor that transforms the raw input data (i.e. images, strings, ...) to a numerical representation that can be processed through the pipeline.
- **Backend and post-processing engine**, that ultimately adapt the generic inference query to the specifics of the underlying framework and architecture that will process it, and post-processes them to check the attained accuracy.
- **LOADGEN**, that generates workloads –queries– and gets performance data from the inference system.

Within MLPerf, the loads generated by LOADGEN implement different scenarios, that can be summarized as:
– **Single Stream**, in which the generator sends a query and only upon completion, the next query is sent.
– **Multi Stream**, in which the generator sends a set of inferences per query periodically. This period can be defined between 50 and 100 ms.
– **Server**, where the system tries to answer each query under a strict pre-established latency limit.
– **Offline**, where the complete input dataset is sent in a unique query.

In this work, we leverage the **MultiStream** mode in order to evaluate a variable batch size and its impact on performance and energy efficiency in both architectures.

<table>
<thead>
<tr>
<th>Area</th>
<th>Task</th>
<th>Model</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vision</strong></td>
<td>Image classification (heavy)</td>
<td>Resnet50-v1.5</td>
<td>ImageNet (224 × 224)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>25.6M parameters</td>
<td>7.8 GOPS/Image</td>
</tr>
<tr>
<td><strong>Vision</strong></td>
<td>Image classification (light)</td>
<td>MobileNet-v1</td>
<td>ImageNet (224 × 224)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.2M parameters</td>
<td>1.138 GOPS/Image</td>
</tr>
<tr>
<td><strong>Vision</strong></td>
<td>Image classification (heavy)</td>
<td>Inception-v1</td>
<td>ImageNet (224 × 224)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.797M parameters</td>
<td>80.6 GOPS/Image</td>
</tr>
<tr>
<td>Vision</td>
<td>Object detection (heavy)</td>
<td>SSD-Resnet34</td>
<td>COCO (300 × 300)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>36.3M parameters</td>
<td>433 GOPS/Image</td>
</tr>
<tr>
<td>Vision</td>
<td>Object detection (light)</td>
<td>SSD-MobileNet-v1</td>
<td>COCO (300 × 300)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.91M parameters</td>
<td>2.47 GOPS/Image</td>
</tr>
<tr>
<td>Language Machine Translation</td>
<td></td>
<td>GNMT</td>
<td>WMT16 EN-DE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>210M parameters</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Detailed inference benchmarks in MLPerf (source [23]). In bold, models evaluated in this work.

### 3.2 Adaptations to use USB accelerators

As said, the execution of the ML model requires a backend matching the specific software framework used to carry on the inference. MLPerf is equipped with backends for Tensorflow [10], Tensorflow Lite [8], Pytorch [22] and ONNX [12]. These backends allow performing inferences on CPU and GPU architectures, but they do not consider specific-purpose architectures such as Google Coral or the Intel NCS2. To tackle this issue, we have implemented two new backends, each one matching a different DSA.
Tensorflow Lite backend for Google Coral. This backend uses the Tensorflow Lite framework, but with slight modifications in the model and inference prediction process. Executing a model in the Edge TPU requires a prior translation (re-compilation) of the TFLite model by means of the Edge TPU Compiler, that maps each TFLite operator to an available operator in the device; if the original operator is not compatible with the TPU, it is mapped to the CPU. Hence, by default, a direct execution of a model compiled with TFLite on the TPU is not possible. The modification of the backend leverages the TFLite delegate infrastructure to map the complete graph (or part of it) to the TPU by means of the corresponding underlying executor specifically distributed by the manufacturer.

OpenVINO backend for Intel NCS2. The developed backend for the Intel NCS2 uses the OpenVINO infrastructure [7], that delegates specific tasks to the underlying NCAPI engine prior to execution. The model received by the engine is optimized by means of the Intel Model Optimizer [5], that generate a Intermediate Representation (IR) of the model composed by two files:

- .xml, that describes the network topology.
- .bin, that contains the weights and biases in binary data format.

The neural network represented in these files has 16-bit floating point operations.

3.3 Supported models. Limitations for Coral and NCS2

In order to map a model to the Google Coral USB accelerator, a quantization/dequantization process is mandatory. As not all models support this feature, we have restricted our study of the MLPerf-compliant models to MobileNetV1, and added InceptionV1 as an additional model, see Table 1. These models have been evaluated in both architectures in order to provide enough comparative performance and energy efficiency results.

4 A power measurement infrastructure for USB accelerators

Our setup is based on a modified USB 3.0 cable in which the power line is intercepted by means of a shunt resistor to measure the current draw, see Figure 2 (a); the measurement is performed by a specific IC (Texas Instruments INA 219) in High Side setup. The INA 219 [4] is an integrated circuit by Texas Instruments for power measurement that provides digital current/voltage output measurements via I2C/SMBus. In our case, the INA219 is integrated in an Adafruit board and equipped with a shunt resistor of 0.1Ω, see Figure 2 (b).

There exist a plethora of interaction mechanisms with the INA219 via I2C. Some of them require external hardware that provide I2C connectivity (e.g. using an external Raspberry Pi or microcontroller, such as an Adafruit Feather
HUZZAH featuring an ESP8266 chip), others are simpler and just require a USB-I2C cable for communication with the host. Among the latter, Bus Pirate [1], or an USB-MPSSE (Multi-Protocol Synchronous serial Engine) cable [9] provide the necessary connectivity, see Figure 2 (c).

<table>
<thead>
<tr>
<th>Entry</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>in0.input</td>
<td>Shunt voltage (mV) channel</td>
</tr>
<tr>
<td>in1.input</td>
<td>Bus voltage (mV) channel</td>
</tr>
<tr>
<td>curr1.input</td>
<td>Current (mA) measurement channel</td>
</tr>
<tr>
<td>power1.input</td>
<td>Power (uW) measurement channel</td>
</tr>
<tr>
<td>shunt_resistor</td>
<td>Shunt resistor (uOhm) channel</td>
</tr>
</tbody>
</table>

Table 2: Syfs entries exposed by I2C-Tiny-USB.

The reported results in Section 5 were extracted by using the I2C-Tiny-USB firmware [3], an open source hardware/software project by Till Harbaum that exposes a generic I2C interface attached to the USB bus. Even though the first versions of the firmware were accompanied by an ad-hoc USB device (based on an Atmel AVR ATtiny45 CPU), we have leveraged the port to the Digispark USB Development Board [2], based on the ATtiny85 microcontroller). After
a proper configuration, including the load of the corresponding kernel driver, it is attached to the USB device and make the I2C bus available. No specific clients are necessary to interact with it, so generic I2C tools, or HWMON [6] can be used to measure current and/or voltage. Actually, this setup can measure instantaneous power on virtually any USB device or USB-powered board. Table 2 lists the exposed entries via `sysfs` used to calculate instantaneous power by means of the following pseudocode:

```plaintext
float shuntvoltage = ina219.getShuntVoltage_mV();
float busvoltage = ina219.getBusVoltage_mV();
float current_mA = ina219.getCurrent_mA();
float loadvoltage = busvoltage + (shuntvoltage / 1000);
float power_mW = current_mA * loadvoltage;
```

Given the observed inference times (that will be reported in Section 5), our measurement setup proceeds by using the `averaging` functionality of the INA219. Under these conditions, each read will provide an average value of a number of samples. This mechanism has been observed to be the optimal trade-off in terms of precision, overhead and sampling frequency. In our case, we have configured the INA219 to obtain 32 measures each 17.02 ms, gathering average values for shunt and bus voltage. Hence, the effective sampling frequency is 1.8 KHz, enough for our purposes.

5 Experimental results

5.1 Experimental setup

All experiments have been carried out on an Intel Xeon E3-1225 server running at 3.2 GHz, equipped with 32 Gb of DDR3 RAM. Both hardware accelerators were attached to the system through an USB 3.0 interface. The software infrastructure for both architectures includes an Ubuntu 18.04.3 distribution (Linux kernel version 4.15.0), Tensorflow 2.0, TFLite 1.14 and OpenVINO 2019-R3.1.

In the following, we provide comparative results between both architectures in terms of performance (inference time), energy efficiency, power consumption, accuracy tradeoff and MLPerf overhead. All results have been extracted after 8 repetitions of the benchmark and average values are reported. This amount of repetitions is performed to obtain stable values. When increasing the batch size, the upper limits in size is extracted by erroneous executions of the benchmark.

5.2 Performance and inference time

Figure 3 provides an overview of the performance (in terms of time per image) for each model on the two tested architectures. Note that the Google Coral numbers
include performance for standard frequency and for maximum frequency. The maximum batch size for Intel NCS is 128 because the board does not allow larger sizes. In terms of inference time, observe that both models and architectures differ in the exhibited behaviors:

- In the case of MobileNetV1, a direct performance comparison between both architectures reveals improvements between $3.2 \times -3.7 \times$ for individual inferences (compared with standard-maximum frequency in the Coral) and between $4.5 \times -7 \times$ for the largest batch size.
- In the case of InceptionV1, the improvements range from $1.5 \times -1.9 \times$ for the standard frequency, to $3 \times -4.6 \times$ for the maximum frequency. Note, also, that the attained performance in this case is highly sensible to the batch size.

Therefore, you get better performance by inference on Google Coral.

Fig. 3: Comparative performance analysis for Mobilenet V1 (left) and Inception V1 (right).

### 5.3 Energy efficiency

Figure 4 reports the energy efficiency of both boards when performing inference on the described models and dataset, for an increasing batch size. Results are reported in terms of TOPS/Watt up to the maximum batch size supported by each architecture on MobilenetV1 and InceptionV1. As for the performance results, energy efficiency is reported on the Google Coral accelerator for standard and maximum frequency. A key observation is extracted from a direct comparison between the three setups: in all cases, the Google Coral device exhibits higher numbers for efficiency. Diving into details, the improvement in terms of efficiency when comparing Google Coral with the Intel NCS2 is roughly $6.1 \times$ when using the standard frequency, and up to $7.6 \times$ for the maximum frequency version for
the MobileNetV1 model. For the InceptionV1 model, MLPerf reports a smaller gap between both architectures, ranging from $4 \times$ (standard frequency) and $4.9 \times$ (maximum frequency).

In all cases, note how energy efficiency is much sensible to the batch size in the case of the Google Coral than for the Intel NCS2. In the latter, efficiency remains mainly constant independently from the selected batch size for inference.

![Energy efficiency vs. Batch size - MobileNet](image1)

![Energy efficiency vs. Batch size - Inception](image2)

**Fig. 4:** Comparative energy efficiency analysis for MobileNet V1 (left) and Inception V1 (right).

### 5.4 Power consumption

Absolute power dissipation is also of great interest due to the tight limitations of common edge devices in terms of power supply. Figure 5 provides detailed data of the absolute power draw of both accelerators in terms of peak power consumption, average power performing inference on the MobileNetV1 model, and idle power consumption. For the Edge TPU, both standard and maximum frequency is reported. In all cases, results are reported in terms of Watts for an increasing batch size using the measurement environment described in Section 4. Idle power is clearly different on the Coral device (around 1 Watt) and on the Intel NCS2 (around 1.5 Watt), which reveals more efficient power saving techniques in the former. Both average and peak power dissipation (both attained at the inference engine invocation of MLPerf) reveal similar consumption for the NCS2 and the Google Coral board running at maximum frequency (around 2 Watts). The latter running at standard frequency reduces peak power dissipation to values around 1.6 Watts. It is worth noting that application power heavily depends on the batch size in the case of the Google Coral, with substantial reductions for small batch sizes; on the contrary, the Intel NCS2 accelerator maintains constant both the peak and the average power consumption independently of the batch
size. Again, this reveals a higher sophistication in the energy saving mechanisms in the case of the Google Coral device.

5.5 Accuracy tradeoffs

The aforementioned results reveal clear advantages of the Google Coral board compared with Intel NCS2 both in terms of performance and energy efficiency. These advantages, however, come at the exchange of a lower accuracy in the inference process. Figure 6 provides an overview of such a tradeoff, including the relation between accuracy and performance (in terms of TOPS) for both models, and a similar tradeoff comparison in terms of energy efficiency (TOPS/W). Points with the same color denote accuracy extracted after inference on different subsets of the input dataset using batch size equal to 1. Observe how the greater performance and energy efficiency of the Coral accelerator versus the Intel NCS2 are in exchange of a lower accuracy for both models. Specifically, for MobilenetV1, the Intel NCS2 attains an average inference accuracy of 73.7% versus 70.6% attained by the Edge TPU; for InceptionV1, the accuracy decreases from 69% to 65.9% in average. In both cases, the use of quantization and INT8 in the Edge TPU is the main motivation behind this difference in terms of accuracy.
5.6 MLperf overhead

The last round of experiments aims at evaluating the overhead introduced by the MLPerf benchmark compared with a pure inference under identical circumstances, mainly due to the pre- and post-processing stages. Figure 7 reports the observed inference time reported by MLPerf (red line), and the actual inference time (blue line) for both models on the Google Coral (running at maximum frequency). The yellow line shows the overhead time percentage in both cases. Observe how, while the overhead is negligible for large batch sizes –between 1% and 3%–, it should be considered for small batch sizes, as it increases up to 10%–15% in those cases.
6 Conclusions and future work

In this paper, we have provided a preliminary performance and energy efficiency comparison between two state-of-the-art USB-based DSAs: the Intel NCS2 and the Google Coral USB accelerator. While similar in applicability, both present different capabilities in terms of accuracy and performance, as reveal our experimental results. We have also presented a mechanism to measure power consumption for USB-based devices and we have leveraged it to extract actual power consumption numbers for both architectures.

In addition, modification was developed on MLPerf to support the execution of machine learning models on USB-based DSAs.

This work is developed in the framework of a line of research that aims at integrating power measurements in machine learning benchmarks and frameworks, and that includes evaluations at different levels, including:

- USB and multi-USB accelerator setups.
- Single Board Computers, including BeagleBone AI, Nvidia Jetson Nano and Google Coral Devboard.
- PCIe devices, leveraging PMLib [11] and an ad-hoc power measurement framework [20]. Our plan is also to extend the framework to PCI2 devices attached through M.2 slots.
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